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Abstract

There are many attempts in the field of robotics and artificial intelligence towards achieving a well-functioning architecture that can control an agent in a stable and elegant manner, while allowing for mixing of behaviors. However, state of the arts robots are far away from the coordinated, complex and graceful behavior that we can observe in animals. A popular approach towards tackling complex motor control problems is the employment of pattern generators. Several architectures have shown good performance, modulating and switching between different patterns. However, those methods perform gradual changes rather than the fast and yet smooth modulations of a pattern for a short duration of time, characteristic for reflexive actions. In this report I present a practical study of a technique that achieves changes in amplitude, frequency and shift of a periodic signal in the time frame of less than a period.
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1 Introduction

1.1 Motivation and research landscape

Central pattern generator (CPGs) research has become a useful tool for realizing locomotion in robots. A survey of CPG inspired methods for control of legged robots [1] describes a number of attempts to tackle this complex task. In biological systems, pattern generators are mainly positioned in the spine and are responsible for motor control as discussed in [2]. More than that, according to [3], it is believed that they are controlled on a low level by neuromodulators that can change the dynamics of the generator in order to increase speed, change gait etc. As discussed in [2] those low level changes in the motor control are believed to come from the spine as well. It is interesting to see that the movement of one leg can be considered to be a result of the combination of various patterns controlling different muscles. In this case the architecture seems to be hierarchical, however for coordination of the movements of several legs the structure is not hierarchical any more according to [4]. When a change of pace or gate is needed, the hierarchical structure in the spine is almost solely responsible for that change, however when there is an obstacle another machinery is activated that should control the pattern generators together with their neuromodulators such that the obstacle is avoided while maintaining the desired behavior. [5], [6] and [7] all agree that this control system is not centralized and it seems that each leg has its own modulator structure.

Controlling or modulating a pattern generator in order to change the frequency, amplitude and offset of its output is an object of current research in robotics. One of the approaches is to implement and control the pattern generators using reservoir computing (RC). In this approach a generative reservoir is used to implement the pattern generator. An input to the reservoir may be used in order to control it as in [8]. Here the pattern generated is shown to be modulated using slowly varying input signal that changes the frequency. Also a ”gait” change, meaning a qualitative change of the produced pattern, was demonstrated by using an input signal as a switch.

When a RC approach is used it is vital to note that the reservoir is high dimensional and has extremely complex nature which makes it challenging to analyse. When used for practical applications it is often treated as a black box. Another trait of this method is the fact that the training of the reservoir is computationally cheap compared to other pattern generating strategies. More than that, the reservoir approach is capable of generating very complex high dimensional patterns with ease.

In [9] a tracking controller that modulates an echo state network (ESN) pattern generator is described. The idea of this method is to design a feedback mechanism that interacts with the pattern generator allowing it to track a slowly varying control targets such as frequency, amplitude or shift, thus gradually modulating the pattern. However, a more practical, useful and biologically plausible type of control mechanism would only require a spike signal signifying that the pattern...
should change in a specific way.

This report is structured as follows. The Objectives section will define the goals set for the controller. In the Methods and Results part the approach toward achieving fast time scale modulation will be described in detail and its functioning will be demonstrated. In the Discussion part attention will be drawn to some important factors about the training of the controllers, the results will be analysed and advantages and disadvantages of both approaches will be presented. As conclusion, some ideas for future development of fast time scale modulating architectures will be provided.

2 Objectives

Controlling amplitude and frequency of the pattern is considered to be low level control of a system. From a biological standpoint this action is realized by control mechanisms in the spinal cord. However, if successful, it provides a low level control of the locomotion. It is believed, that the high level control comes from the brain. Such commands ensure obstacle avoidance for example. The mechanism for this kind of control is different from the low level commands and does not stand above them in a hierarchy, but rather connects to the structure in its own way and modulates its output while the desired behavior maintained by the lower level controllers is still in tact. The result is an agent that can perform simultaneously a low level task while doing another one dictated by the high level control. This can lead to mixture of behaviors, which is highly desirable. An example for this could be a hurdles competition in which the competitor should run on the track while jumping over the obstacles. It is desired that the high level control should make the person jump, while still moving forward and then ensure that the system (runner) will return fast enough to its original state of running. In other words, the high level control needs to realize a transition to the previous state after the desired action is performed.

The goal of the developed technique is to train a mechanism that performs a fast time scale control of its output. The controller will not use as input the desired characteristics of the pattern but rather a pulse signal coming from a high level control structure. The idea is to add a behavior to an already existing one (modulating the controller), which means that it should be, for example, able to avoid any obstacle by exploiting high level commands, while preserving the behavior dictated by other modules of the architecture. The controller should be able to create an immediate change and then smoothly return the system to its original state before it took over. The instantaneous reaction of the network to the input can allow an agent to incorporate reflexive reactions to sensory input without introducing serious effect on other already present behaviors. This mechanisms can also be used as a pre-step to a more gradual change of some of the parameters of the pattern, while a slower time scale control mechanism takes over.
3 Methods and Results

In this section echo state networks will be introduced and the training of the pattern generator together with a detailed description of the controller will be presented. The learning process of the modules will be described and its performance will be demonstrated.

3.1 Echo state networks

Echo state networks (ESNs) are a type of recurrent neural networks (RNNs), which are an object of research in the field of reservoir computing (RC). The nature of RC is thoroughly explained and investigated in [10]. In short, a non-linear dynamical system with parameters that are called weights is used to expand the input in a high-dimensional space called a reservoir. The states of the reservoir are then linearly combined in a readout layer of neurons. This is the only layer of the system that needs to be learned as explained originally in [11] and [12].

An ESN consists of input layer, reservoir and output readout layer. The input weights and reservoir weights are randomly initialized and fixed. The reservoir neurons can have different activation function which leads to a non-linear system. Usually one uses the sigmoid function or the logistic sigmoid function. The readout weights are the only weights that are trained in the system. The output layer might also use an activation function depending on the task at hand. The fact that only one set of weights has to be learned allows for simple learning of the network using linear regression or different variations of it like ridge regression for example. The network states are updated in the following way:

\[ x[n] = f(W x[n - 1] + W^{in} u[n] + W^{fb} y[n - 1]) \]  

\[ y[n] = g(W^{out} x[n]) \]

where \( x[n] \) is a vector containing the state of the reservoir at time step \( n \), \( W \) is its weight matrix, \( u[n] \) is the input vector at time step \( n \). \( W^{in} \) are the weights of the input, \( W^{fb} \) are the feedback weights from the output to the reservoir, \( y[n] \) is the output of the network at time step \( n \), and \( W^{out} \) are the output weights. One might also decide to use leaky neurons as described in [13]. Here using a parameter called the leak rate, the dynamics of the network can be slowed down or accelerated in order to allow it to deal with more slowly or fast varying input. The equations in the case of a leaky integrator echo state network are:

\[ x[n] = (1 - \alpha)x[n - 1] + \alpha f(W x[n - 1] + W^{in} u[n] + W^{fb} y[n - 1]) \]  

\[ y[n] = g(W^{out} x[n]) \]
where $\alpha$ is the neuron’s leaking rate. The function $f$ is the activation function of the network and $g$ is the activation function of the output neurons, which can be chosen by the designer of the network depending on the task at hand. The internal weight matrix needs to be scaled in order to guarantee the stability of the network while it still exhibits rich dynamics. The matrix needs to be rescaled such that its spectral radius guarantees the Echo State Property as initially stated in [12] and later further discussed in [14]. The echo state property basically means that the reservoir has fading memory which vanishes asymptotically. Other than the scaling of the internal weight matrix the reservoir dynamics depends on other factors. The input scaling, the bias term (a constant valued input to the network) and the actual input that is driving the reservoir are very important for the performance of the network and can change drastically its dynamics as examined in [15]. The scaling of the input weights might be used to steer the reservoir towards its saturation level, which will make it more non linear but will reduce the memory capacity as well as demonstrated in [16]. If the feedback weights are non-zero as in the case of pattern generators the stability of the network is no longer guaranteed. In [17] a solution which introduces state noise during training is proposed. If the echo state has leaky integrator units the echo state property is guaranteed depending on the respective coefficients as described in [13].

3.2 Training the pattern generator

There are several advantages of using pattern generators realized by echo state networks rather than coupled differential equations as in [18] or other RNNs. ESNs are more easily trained as shown in [19] and due to their high dimensionality can produce more complicated patterns as in [13] and [20] than other implementations of central pattern generators. In order to implement a pattern generator using the echo state network framework one has to use a generic network with no input and non-zero feedback weights. The update equations then become:

$$x[n] = f(Wx[n-1] + W^{fb}y[n-1])$$

$$y[n] = g(W^{out}x[n])$$

We assume a network size of $N$. The network state $x[n]$ at time step $n$ is of size $N \times 1$ and is initially set to all zeros. A bias is added as the only input to the network providing a constant input of ones. The input weights $W^{in}$ for the bias (size $N \times 1$) are drawn from a uniform distribution $[-0.5, 0.5]$. The internal weight matrix $W$ (size $N \times N$) is once more drawn from a uniform distribution over $[-1, 1]$ and are then scaled so that the spectral radius is equal to 1.5. The feedback weights $W^{fb}$ (size $1 \times N$) are as well drawn from a $[-1, 1]$ uniform distribution. The connectivity of the network is set to 20%. For this task I use a network size $N = 100$ and the tanh activation function is used for the internal states. The training data is a simple sine wave with period $T = 30$ time steps.
A training data series of length 20000 time steps was generated. The output of the network is forced during the learning procedure, meaning that what actually comes into the network from the output unit through the feedback weights is the teacher signal. If we look at this from another angle, what is actually happening is that the network is trained on a one time step prediction task with its input arriving from the output unit. The output weights $W^{out}$ (size $N \times 1$) are the only parameter to be calculated during the learning phase. I use standard ridge regression with Tychonov parameter $\alpha = 0.00001$, which results in normalized mean square training error (NRMSE) of 0.00034398. The mean absolute output weights size is 0.0627. It becomes clear from Figure 1 and the error measures that the network has successfully learned to oscillate in the desired manner producing a sine wave at its output.

### 3.3 Training of the controller: Addition of internal units

This approach aims at training a mechanism that modulates either the frequency, the amplitude or the offset of the pattern. It does so by adding internal units to the network that do not interfere directly with the other units but only through
the output feedback. Only the output weights of this additional batch of neurons are trained. The training procedure goes as follows:

- $b$ new internal units are added to the network. The internal weight matrix $W$ is changed in the following way: The weights $W_{\text{old}}$ from the already existing units to the new ones and the weights $W_{\text{new}}$ between the new units are drawn from a uniform distribution $[-0.1, 1]$. The weights $W_{\text{new,old}}$ from the new units to the old ones are set to 0, so that they do not interfere with the network’s dynamics. The feedback weights $W_{\text{f,old}}$ from the output to the new neurons are also set to 0. The input weights $W_{\text{int,old}}$ of the bias are drawn from a uniform distribution $[-1, 1]$. The output weights $W_{\text{out,from,new}}$ from the new units are initially set to 0.

- A teacher signal $y$ is designed such that it oscillates in the desired manner. For example, if a decrease in frequency is to be implemented by the controller, the teacher signal is simply a sinusoid with the same amplitude and offset as the original but with lower frequency.

- The PG is then run forcing $y$ at the output. The internal states during this run are collected. The states of the new neurons are collected and stored in a matrix $P$. The output weights $W_{\text{out,new}}$ of the new neurons are then calculated so that they produce as output the difference between the target signal $y$ and the actual output of the network $y_n$ during the forced run. Assuming the length of $y$ and $y_n$ is $L$, ridge regression is once again used for this task to minimize the error $E$:

$$E(P \times W_{\text{out,new}}, (y - y_n)) = \frac{\sqrt{\sum_{i=1}^{L} ((y[i] - y_n[i]) - P[i] \times W_{\text{out,new}})^2}}{L}$$  

(7)

- Once the additional output weights $W_{\text{out,from,new}}$ are computed the new functionality of the PG is ready for use. The equation describing the calculation of the output of network can be rewritten in the following form:

$$y[n] = g(W_{\text{out}}x[n] + m[n]W_{\text{out,from,new}}x_{\text{new}}[n])$$

(8)

where $x[n]$ is the state of the original network at time step $n$, $x_{\text{new}}[n]$ is the state of the newly added batch of neurons at time step $n$ and $m[n]$ is the value of the modulation signal at time step $n$.

In Figure 2 one can see a depiction of the described architecture and on Figure 3 is the above process described in graphics.
Figure 2: A depiction of the described architecture. It can be noticed that the only weights that are trained are $W^{out}$ and $W^{outfromnew}$.

### 3.4 Qualitative observations on the modulation performance

In order to see how well the controller modulates a single parameter 3 experiments were designed:

The same already trained pattern generator was used for all three setups. The network was trained to produce a sinusoid with period 30 time steps, amplitude 1 and shift 1. A batch of 10 neurons was added to the network. Three different types of teacher signal were used to train the output weights of the newly added neurons. Table 1 documents the parameters of the teacher signals and the training errors.

<table>
<thead>
<tr>
<th></th>
<th>Period</th>
<th>Amplitude</th>
<th>Shift</th>
<th>NRMSE</th>
<th>Mean output weights</th>
</tr>
</thead>
<tbody>
<tr>
<td>Exp. 1 (FM)</td>
<td>90</td>
<td>1</td>
<td>1</td>
<td>7.2078e-004</td>
<td>1.3986</td>
</tr>
<tr>
<td>Exp. 2 (AM)</td>
<td>30</td>
<td>3</td>
<td>1</td>
<td>0.1713</td>
<td>0.3155</td>
</tr>
<tr>
<td>Exp. 3 (SM)</td>
<td>30</td>
<td>1</td>
<td>2</td>
<td>4.5760e-004</td>
<td>0.9657</td>
</tr>
</tbody>
</table>

After the additional output weights are calculated a modulation signal is designed for each experiment.
Figure 3: Training procedure and results: a) Comparison of the forced output of the network $y$ (blue) and the actual output that the network produces (red). b) Output of the network when the controller is trained for respectively frequency, amplitude and shift modulation aligned with the modulation signal. The controller is activated at step 50. c) States of some of the neurons in the added batch at the moment where the controller, which is trained for frequency decrease is activated at step 50 aligned with the modulation signal.
$$m[n] = A_m \sin\left(\frac{2\pi n}{2W}\right)^{\alpha}$$

This is also known as a cosine (sine) window, where \( n \) varies from 1 to \( W \) and \( W \) is the width of the window. The parameter \( \alpha \) is used to control the steepness of the window function and \( A_m \) is the amplitude of the modulation signal. Figure 6 demonstrates the change of the measure \( \rho \) as the parameter \( \alpha \) is varied for frequency, amplitude and shift modulation. In the case of frequency and amplitude modulation a cosine window with parameter \( \alpha = 0.1 \) was used and for shift modulation \( \alpha = 0.3 \). The network is then run for different values of the amplitude of the modulation signal for all three experiments. The results can be seen in Figure 4.

### 3.5 Measuring the smoothness of the modulation transition

One measure that will be used to evaluate the performance of the controller is the smoothness of the transition when the controller is activated. In order to do that we look at the first and second derivatives of the signal around the point where the controller is activated. Assume we take \( N \) time steps before the transition and \( N \) time steps after the transition. Then we have a signal \( c \) of length \( 2N + 1 \). By taking the derivative of the signal \( c \) or rather a pseudo derivative \( c'[i] = c[i] - c[i - 1] \) (which is assumed to be oscillatory) it can be noticed that the amplitude of the oscillation in \( c' \) is of much lower magnitude compared to \( c \). However, if there is any discontinuity present in the original signal, a spike in its derivative emerges and its magnitude becomes greater if the signal is further differentiated. In order to get an intuition of why this happens, assume that the signal \( c \) is a sinusoid \( c = s + A \sin(2\pi tf) \), where \( s \), \( A \) and \( f \) are respectively the shift amplitude and frequency of the sinusoid, then its \( n \)-th derivative (assuming \( n \) is odd for simplicity) with respect to time is \( c^{(n)} = \pm A (2\pi f)^n \cos(2\pi ft) \). When a discontinuity is present the instantaneous frequency at this point \( f_d \) is much higher than the frequency of the signal \( f_c \). It might even be assumed that the term \( (2\pi f_d) \) is smaller than one, while \( (2\pi f_c) \) is larger than one, which leads to the observed phenomenon. Of course, this is just an intuitive explanation. Taking the third derivative of \( c \) seems to be enough to make the spikes due to the discontinuity seem as outliers. Figure 5 depicts this process. As a result of that, the magnitude of the spikes can be used as a measure of the roughness of the transition. A new signal \( c_s \) is then composed of only the values of \( c^{'''} \), which are larger than the standard deviation of \( c^{'''} \). Assume \( c_s \) has length \( l \) of the measure \( \rho \) is then defined as:

$$\rho = \sum_{i=1}^{l} |c_s(i)|$$

This is not an absolute measure of the transition quality, however it can be used to compare different transitions. In general, discontinuities in the original
Figure 4: Varying the amplitude of the modulation signal for a) Frequency modulation b) Amplitude modulation c) Shift modulation. The modulation starts at time step 30 and ends at time step 90.
signal as in Figure 5 are very rarely observed. Usually such events occur when the controller is activated around the maximum or minimum of the signal. The spikes that are observed in the derivatives are then a measure of how abruptly the signal changes. In order to use this measure the modulation signal $m[n]$ as defined in Equation 9 is used.

Figure 6 demonstrates the change of the measure $\rho$ as the parameter $\alpha$ is varied for frequency, amplitude and shift modulation.

4 Discussion

The discussion section will be structure as follows: at first some important and interesting insights into training the pattern generator will be presented. Next there will be a short discussion regarding the main challenges of fast time scale modulation. Thirdly, the performance of the approach will be evaluated and discussed.

4.1 Insights of training a pattern generator

The pattern generator training method presented in the previous section is a very simple one. The reason for this choice is the objective that the control mechanisms should be able to perform well regardless of the PG they are presented with. However, attention should be given to some properties of the pattern generator that lead to better results. The most important factor is that the network needs to be flexible in order to be controlled. Flexibility here means that the generator should be able to easily change the parameters of its oscillation while still behaving in a stable manner and that the time it takes to return to its oscillation prior to the modulation should be minimal.
Figure 6: Measures of smoothness of transition for the a) frequency modulation
b) amplitude modulation c) shift modulation.
It was noticed that CPGs that exhibit lower amplitudes of the internal units and smooth sinusoid activations result in a network that cannot follow closely the forced signal and returns more slowly to its initial oscillation after the modulation. However, if the activations of the internal units have greater amplitude and occupy both the linear and non-linear part of the activation function, the performance of the control mechanism is improved in the sense that the network can more easily replicate the forced signal and it returns almost instantly to its original oscillation when the controller is switched off. However, if we have a network with high amplitude pure sinusoid oscillations, the transition when the controller is activated is smoother. So there is a trade-off between smoothness at the beginning of the modulation and the recovery time after the modulation. In the end I would recommend that it is more beneficial to train a network with high amplitude activations that have both linear and non-linear parts. Those conditions can be obtained by gradually changing the spectral radius of the network until the point where the network starts behaving chaotically is reached. By keeping the spectral radius just below this value one can ensure a rich behavior. The bias input weights scaling and the feedback weights scaling also play a vital part here. They can be used to ”steer” the network towards non-linearity or to increase the magnitude of the oscillations of the units. In Figure 7 an example of two networks that both produce the same output is shown. One has a stable purely sinusoid activations of the internal units while the other exhibits the rich behavior that is desired.

4.2 Challenges of fast time scale modulation and why this approach works

When trying to implement a controller that should perform fast time scale modulation it should be: able to generate a modulated version of the pattern; able to perform smooth transition to the modulation; able return the network to its original behavior; stable.

A rigorous explanation of why adding the batch of neurons actually is able to perform well in some of those tasks is far away from the scope of this report. However, an explanation on the intuitive level can be attempted. The added neurons act as an observer or ”sampler” of the original network. They do not interfere with the network’s dynamics except through the feedback weights of the output unit, however they receive information about the state of the generator from their connections to the original units. Their activation closely resemble the oscillations of the original neurons in the original network. This gives them the potential to produce a linear combination of their activations that can mimic a signal that is also a result of the network’s dynamics. Such a signal is the difference between the teacher signal and the actual output of the pattern generator during the forcing phase of the training. As it can be seen in Figure 3 the output of the network does not perfectly follow the target signal. This difference propagates to the network through the feedback weights and as a result the internal activations
Figure 7: Activations of internal units of two networks producing the same output. 
a) This network has spectral radius of 0.1 input weights scaling of 0.1 and feedback weights scaling of 0.1. The activations are scaled, phase shifted copies of the output signal.  
b) This network has spectral radius of 1.5 input weights scaling of 1 and feedback weights scaling of 1. The activations are not copies of the output signal have high amplitude and cover both the linear and non linear part of the activation function.
of the units are slightly different, which leads to an even greater discrepancy between the output and the target. This avalanche effect results in the network returning to its normal state. By training a separate group of neurons to correct for that difference, the feedback that comes from the output unit is exactly right, so that the network will keep oscillating in the desired manner. Another approach can be taken by training the weights from the batch of neurons to correct the activations of the internal units. However, in this case the dynamics of the network is compromised and smaller errors in the computation of those weights can lead to unsatisfactory performance of the controller. The training procedure seems to do a bit more than just training the added batch of neurons to keep the network from returning to its original state. It learns how to bring a signal that is different from the target that was used for training from its original oscillation to the actual teacher signal.

The issues of the transitions can be solved by avoiding the activation of the controller near the peaks of the signal and by employing a smooth modulation signal. As demonstrated in Figure 6, the decreasing of the slope of the modulation signal reduces the roughness factor of the transition. This method however, works for the transitions to the modulation. Once the modulation is over, it seems like the controller fails to bring the network back to its original dynamics. There are no discontinuities present, however it might take several periods for the generator to return to its original oscillation. The length of the recovery period seems to depend mainly on the value of the output unit when the modulation is stopped and naturally on the pattern generator itself. The slope of the modulation signal does not seem to have any effect on that. A possible solution to the problem might be to calculate a second set of weights that perform the task of returning the network to its original oscillation from another oscillatory pattern. An easy way to do this would be to use the already computed weights that make the network oscillate in a modulated fashion (or in other words perform constant modulation on the signal), then force the original signal at the output unit, compute the difference between this teacher signal and the actual output and calculate the second set of weights that should be able to return the network to its original state.

The challenge of stability, unfortunately, depends mainly on the pattern generator that is modulated. If the network itself is operating on the edge of chaos it is quite difficult for the controller to avoid radical behavior. This is due to the fact that the network is simply not able to oscillate in the desired manner.

### 4.3 Evaluation of performance

The performance of the controller demonstrates that it is able to realize fast time scale modulation of a pattern. The change of frequency, amplitude or shift is instantaneous, meaning that it can be observed even in the first time step after the activation of the controller, which is what fast time scale modulation requires. An important advantage of the controller is that it can control just the frequency,
amplitude or the shift of the signal, while the parameter that should stay constant exhibits minimal change.

However, there are some issues that should be mentioned here, concerning this technique for modulation. First of all, even though the change in parameters of the signal is obvious and very well demonstrated, one should be careful when the activation of the batch of neurons should be started and more importantly ended. The phase of the pattern at which the activation is finishes is vital for the smooth transition of the network to its new state. This is mainly a problem for the frequency modulation task. A good practice that guarantees satisfactory results is to stop the modulation near a maximum value of the pattern. This usually ensures fast recovery of the generator. This might be seen as biologically plausible phenomenon. Just as the hurdles runner will not change the frequency of its step right in the middle of going over an obstacle, the network might also experience difficulties if it is expected to perform a similar unnatural task.

The transition between the normal state of the controller and the desired one cannot be both smooth and instantaneous at the same time. There is a trade off between the two and the choice of the smoothness of the modulation signal is entirely dependent on the application for which the controller is to be used.

The modulation signals that are used for the activations of the controllers should come from a higher control level in the architecture. It might be useful to see the mechanism presented in this report as a knob that can change the behavior of the generator. Once the high level controller has it at its disposal it might learn how to employ it and come up with different activation sequences in order to achieve the desired modulations.

5 Conclusion

A method for modulating an output of a pattern generator was demonstrated and discussed. It adds a batch of neurons to the pattern generator. Their output weights are trained so that when they are activated the frequency, amplitude or the shift of the signal can be modulated separately. The controller can very effectively change the a desired characteristic of the output, while leaving the other characteristics unchanged. The challenges that fast time scale modulation presents were discussed and their solutions in the case of the proposed approach were analysed. Measures of the performance of such a controller were defined, and a study on the effects of the modulation signal to the transition was carried out. The importance of the training of the pattern generator was noted and some observations were made about the desired dynamics of a reservoir in order for the controllers to perform at their best. However, the method should deliver satisfiable results regardless of the characteristics of the PG.
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